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Abstract—Smart home voice assistants (VAs) such as Amazon
Echo and Google Home have become popular because of the con-
venience they provide through voice commands. VAs continuously
listen to detect the wake command and send the subsequent audio
data to the manufacturer-owned cloud service for processing
to identify actionable commands. However, research has shown
that VAs are prone to replay attack and accidental activations
when the wake words are spoken in the background (either by a
human or played through a mechanical speaker). Existing privacy
controls are not effective in preventing such misactivations. This
raises privacy and security concerns for the users as their
conversations can be recorded and relayed to the cloud without
their knowledge.

Recent studies have shown that the visual gaze plays an
important role when interacting with conservation agents such as
VAs, and users tend to turn their heads or body toward the VA
when invoking it. In this paper, we propose a device-free, non-
obtrusive acoustic sensing system called HeadTalk to thwart the
misactivation of VAs. The proposed system leverages the user’s
head direction information and verifies that a human generates
the sound to minimize accidental activations. Our extensive
evaluation shows that HeadTalk can accurately infer a speaker’s
head orientation with an average accuracy of 96.14% and
distinguish human voice from a mechanical speaker with an equal
error rate of 2.58%. We also conduct a user interaction study to
assess how users perceive our proposed approach compared to
existing privacy controls. Our results suggest that HeadTalk can
not only enhance the security and privacy controls for VAs but
do so in a usable way without requiring any additional hardware.

Index Terms—Voice assistant, Privacy control, Signal process-
ing

I. INTRODUCTION

In recent years, voice-controlled speakers (also known as
voice assistants) like Amazon Echo and Google Home have
become increasingly pervasive due to the convenience they
provide, including searching the web, streaming music/news,
online shopping, and controlling home appliances through
voice command. In order to render all of these services, voice
assistants (VAs) keep listening to detect the wake command
(e.g., “Alexa” ) and send the subsequent voice command
to the manufacturer-owned cloud service for processing to
identify actionable commands. However, the always-listening
nature of voice assistants gives rise to security and privacy
concerns [47]. For example, VAs can misactivate either acci-
dentally due to suboptimal wake-word recognition engine [26],
[57] or maliciously through replay attacks [39], [70]. Lastly,
with more and more devices integrating voice-assistant-like
capabilities (e.g., smart TVs), multiple VAs will likely share

the same physical space, which can lead to misactivating the
wrong VAs.

Existing privacy controls for VAs include usage of different
safe words (i.e., specific words to enter and exit the ‘privacy
mode’) [57], voice recognition, physical mute button, and
access to the command history. However, such privacy controls
are not effective as safewords can also lead to misactiva-
tions [26], [57], and voice recognition is known to be vul-
nerable to replay attacks [39], [70]. Furthermore, while users
are aware of the ability to review audio logs and mute their
smart speaker, Lau et al. [41] have shown that users do not
use such privacy-enhancing features for multiple reasons [41].
Lau et al. [41] found that users have an incomplete mental
model of these privacy controls and at times do not fully trust
the manufacturer to faithfully implement the privacy controls,
leading some users to even unplug the device. The study also
highlighted that many users dislike the current mute button
setting as it is not device-free and disables all functionalities.
Thus, more device-free privacy controls are needed.

Recent studies have shown that visual gaze [43], [50] plays
an important role when interacting with VAs. Lee et al. [43]
have observed that participants tend to stare at the device or
turn their bodies towards the device when interacting with
a VA. They also found that participants rated the overall
user experience to be higher when they could view the VA
as opposed to not seeing it as visual cues increased their
confidence in the VA’s response. Leveraging such insights, we
develop a device-free, non-obtrusive acoustic sensing system
called HeadTalk to thwart the misactivation of VAs in this
study. We analyze if microphones can accurately infer the
speaker orientation and thereby associate addressability with
voice commands, allowing VAs to provide an additional
privacy control where they can record and transmit audio
data only when they detect the presence of a human speaker
facing them from a distance. HeadTalk is fully compatible
with existing VAs using only their built-in microphones to
sense the head orientation of a human speaker and can run
locally on existing VA hardware. Additionally, we demonstrate
that HeadTalk can effectively distinguish human sources from
mechanical speakers using machine learning models. Figure 1
shows our proposed privacy control for VAs. In addition
to the mute button, which fully disables the VA function,
users can select HeadTalk mode through voice command (e.g.,
by saying “Alexa, enter HeadTalk mode”). HeadTalk only
accepts the given wake word when it is spoken facing the



VA

Fig. 1: HeadTalk privacy control. VA usually runs in normal mode
to detect the presence of the wake word. Mute-button mode loses
its normal functionality. HeadTalk mode detects the presence of the
wake word, and if spoken while facing the VA, it continues to operate
in normal mode, otherwise it mutes the microphones.

VA (i.e., the user is forward-facing the device; we will, later
on, define what forward-facing means). Once the wake word
is detected while facing forward, the user does not need to
continuously face the device for the remaining session. If the
user faces backward, the VA will not record and transmit audio
data to the cloud service, but the smart speaker will still be
functional (e.g., streaming music or news). In this way, we can
essentially implement a soft mute operation while still enabling
the speaker to function.

There are multiple challenges in making HeadTalk effective.
First, the user may face the device at various angles and from
various distances. Second, the devices may be surrounded by
objects and accept commands of varying loudness. Lastly,
the system should be temporally stable and generalize across
different users. In order to evaluate and showcase the effective-
ness of HeadTalk, we implement HeadTalk using a commercial
off-the-shelf (COTS) speaker (e.g., ReSpeaker Core v2.0 [4])
and comprehensively evaluate its performance over a wide
variety of real-world settings. Additionally, we collect data
using two other microphone arrays (e.g., ReSpeaker 4-channel
microphone array [5] and UMA-8 USB microphone array [7])
and use open-source data [13] to demonstrate generalizability.
Lastly, we conduct a user study to determine to what extent
users prefer HeadTalk over existing privacy controls. In sum-
mary, we make the following contributions:

• We propose a novel privacy control for VAs to thwart
misactivations using built-in microphones. To the best of
our knowledge, we are the first to propose a speaker-
orientation-based privacy control for VAs while processing
the wake word. We show that speech alone can be used
as a directional communication channel, in much the same
way visual gaze specifies a focus.

• We implement HeadTalk using a commercial off-the-shelf
(COTS) speaker and collect data under various real-world
settings covering both a lab setting and a real-home setting.
We perform comprehensive feasibility analysis, studying
the impact of various angles, distances, surrounding ob-
jects, ambient noise, loudness, and wakeword. Further-
more, we analyze to what extent our approach generalizes
across different users and settings. We have also open-
sourced our code base. 1

1https://github.com/zhangshaohu/HeadTalk

• We also conduct a user study with 20 participants to
access the usability of our prototype VA and highlight
their experience and expectations using our proposed head
orientation-based privacy control.

II. RELATED WORK

In this section, we will provide an overview of the state-
of-the-art related works in the context of alternative privacy
controls for VAs and microphone-based speaker orientation
estimation techniques. We also highlight the major differences
of our proposed approach compared to existing works.

Voice-based Replay Attacks. Voice-based authentication
systems leverage unique human voice characteristics such
as pronunciation, accent, and physical characteristics of the
vocal tract, to recognize a user [49]. However, studies have
shown that voice-based authentication systems are vulnerable
to impersonation [35], [36] and replay attacks [39], [70]. For
instance, Kinnunen et al. [39] reported that the equal error
rate (EER) of voice authentication systems could increase
anywhere from 1.76% to 31.46% under replay attacks. To
counter replay attacks, Speaker-Sonar [44] detects human
liveness against remote attackers by continuously emitting
ultrasonic sounds (above 18kHz). However, it is vulnerable
to replay attacks if the attacker can get hold of the recorded
audio. In addition, the author stated that constantly emitting
ultrasonic sounds could be disturbing to pets and people with
health-related issues. CaField [71] utilizes the sound field
feature to distinguish replay speech. However, the sound field
is limited to a short distance (i.e., ≤ 0.5m). Void [12] detects
replay attacks using the differences in spectral power between
live-human voices and voices replayed through speakers. An-
other approach is to use additional sensory hardware such
as wearable devices [30], [45], or even leverage wireless
signals [55], [61] to capture human biometrics. For example,
VAuth [30] collects the body-surface vibrations of a user via a
wearable motion sensor and correlates the data with the speech
signal recorded by the voice assistant’s microphone to achieve
continuous authentication.

Privacy Controls for Smart Speakers. Smart speakers have
several types of privacy controls: wake word, mute button,
and deleting command history. Smart speakers keep listening
for an activation/wake keyword (e.g., “Alexa”). Audio is first
processed locally until the wake keyword is recognized, and
then subsequent audio is recorded and transmitted to the cloud
to extract voice commands. Many smart speakers (e.g., Google
Home and Amazon Echo) equipped with a physical mute
button enable users to deactivate the microphones manually.
Users can also delete the audio logs through the companion
mobile app [8], website [33] or through voice command [58].
However, studies [26], [50] have shown that current pri-
vacy controls for smarter speakers are limited. The activation
keyword-based approach is susceptible to false activation [26],
[50]. Moreover, users usually do not review or delete their
audio history stored by the device’s manufacturer, and many do
not even know that such options exist [14], [41]. Similarly, the
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mute button is rarely used [14], [41]. To protect audio privacy
without disrupting VA functionalities, others have proposed
using extra hardware such as camera [48], [50] and ultrasound
transceiver [20], [64]. Mhaidli et al. have explored the fea-
sibility to activate a VA using gaze direction by integrating
a depth-camera to recognize a user’s head orientation [50].
Sun et al. [64] built a prototype called MicShield, using an
ultrasound transceiver to emit ultrasonic audio to interfere with
smart speaker’s microphones to prevent them from detecting
conversations. Neither of these approaches is practical as
both approaches rely on using specialized hardware currently
not compatible with VAs. Furthermore, depth-camera creates
additional privacy concerns due to the presence of a camera,
and emitting ultrasonic audio may create uncomfortable noise.

Microphone-based Speaker Orientation Estimation. Prior
works have shown the feasibility of using multiple large
microphone arrays distributed across a room to estimate the
direction of audio speakers [10], [11], [17], [59], [65]. Several
works have shown that it is possible to reduce the number
of microphones to predict the speaker’s orientation [21],
[53], [60]. Some prior works [59], [65] leverage existing
algorithms used for sound localization and derive coefficients
(e.g., Cross-power Spectrum Phase) as a feature vector to
train a machine learning model. However, the training data is
typically collected through a loudspeaker instead of a human
speaker. Muller et al. [53] use a smaller circular microphone
array with eight microphones to collect audio played through
a loudspeaker, rotated in steps of 30◦, but only distinguish
whether the loudspeaker is facing in the direction of the
microphone, and do not distinguish a human speaker from
a mechanical speaker.

The two most closely related works for estimating speaker
orientation are Soundr [72], and DoV [13]. Soundr [72]
leverages a deep learning (CNN-LSTM) approach using a
large dataset collected from real human users to detect speaker
orientation with an error bound of 34.3◦, but without defining
what angles constitute a forward-facing and non-forward-
facing direction. Ahuja et al. [13] further analyze sound
propagation to determine speaker orientation and achieve an
average accuracy of 90% in detecting forward- and backward-
facing speakers.

Comparison with Prior Work. In the context of detecting
replay attacks, we can not only achieve better accuracy but do
so from a longer distance. For example, CaField [71] is limited
to a distance of ≤ 0.5 m, and Void [12] covers at most 2.6 m,
whereas as our approach work for as far as 5 m.

When detecting speaker orientation, previous works first
select different angles as the facing direction but do not
provide a concrete definition of forward-facing and backward-
facing orientation. HeadTalk leverages the insight that speaker
orientation is aligned with sound propagation and the human
field of view (FoV) and defines the angle range of [−30◦, 30◦]
as the forward-facing and [−90◦, 90◦] as the backward-facing
(details discussed in Section III-A). Second, Ahuja et al.
[13] use the main feature of GCC-PHAT [40] to detect the

speaker’s orientation, while HeadTalk utilizes SRP-PHAT [25],
in reverberant and noisy environments, and improves over 3%
accuracy in both normal and cross-environment settings. Third,
HeadTalk filters mechanical audio sources from real humans
and then identifies the speaker’s head orientation to thwart
the misactivation of VAs. Furthermore, we comprehensively
analyze the feasibility of our proposed approach in many real-
world settings, including the impact of environmental noise,
temporal stability, the impact of the device model, the number
of microphones, and surrounding objects, where existing work
lacks comprehensive feasibility analysis. Our approach is also
device-free and non-obtrusive without requiring any additional
hardware and is fully compatible with existing VAs, unlike
other approaches [30], [55], [69], [75].

Given Ahuja et al. [13] has open-sourced their data, we
can perform a direct comparison. First, we compare both
approaches using the data provided by Ahuja et al. [13].
We extract features to train on all data (across people, wake
words, rooms, device placements, distance, and spoken angle)
from one session and test on data from another session. Un-
der “forward-facing” definition, our system achieves 94.20%
accuracy (F1-score 94.19%) while Ahuja et al. [13] achieve
92.0% accuracy (F1-score 91%). For our dataset, we achieved
an average accuracy of 96.14% (F1-score 96.24%). To the
best of our knowledge, our system has the best performance
for detecting human speaker orientation.

III. PROPOSED SYSTEM: HEADTALK

System Overview. Figure 2 provides an overview of our de-
sign, where HeadTalk is comprised of two main components,
including Liveliness Detection (shown in green color and
discussed in Section III-A) and Speaker Orientation Detection
(shown in gray color and discussed in Section III-B). The
Prepossessing block captures the wake command, removes
noise, and outputs a time series data, which we will refer
to as denoised audio. In order to remove low-frequency and
high-frequency components generated from the surrounding
environment, we adopted the fifth-order Butterworth band-
pass filter to keep the audio within the frequency range of
100 ∼ 16000 Hz. The Feature Extraction block takes the
denoised audio as input and extracts features for liveliness
detection and speaker orientation detection, respectively. Next,
if the speech command is identified to originate from a
mechanical speaker, HeadTalk will reject the command and
remain in ‘mute mode’. If it is classified as human speech,
then the human speaker’s orientation is determined to evaluate
whether the human speaker is facing and not facing the VA.
If the speech command is identified as facing, HeadTalk will
accept the command and upload it to the corresponding cloud
service for further processing.
Threat Model. Our threat model considers replaying wake
words to misactivate VAs. In reality, such replays can hap-
pen either accidentally (e.g., a smart TV speaker saying
the wake word) or maliciously, where the adversary can
compromise/control a media device in the same physical
location as the VA; for example, a PC or a smartphone,



Fig. 2: System Overview for HeadTalk

and can capture/record the voice commands spoken by the
authorized user and can later replay the commands using
the compromised device’s speaker. However, the adversary
does not have physical access to the VA or its surrounding
environment to set up specialized hardware to better spoof
human voice (i.e., the attacker can not enter the home and
physically set up additional hardware). In both cases, we aim
to reduce unwanted misactivation by preventing non-human
speech from triggering VAs and only enabling humans to
trigger VAs when directly facing them.

A. Human vs. Mechanical Speaker

Replay attacks are straightforward to execute, and it only re-
quires a high-quality microphone and loudspeaker for record-
ing and replaying the audio to emulate a real user. A recent
study has shown that voice-based authentication systems’
equal error rate (EER) can increase from 1.76% to 31.46% un-
der replay attacks [39]. However, recent studies [12], [66] have
shown that hardware-level idiosyncrasies may be observable
in the audio generated through a loudspeaker. We, therefore,
explore extracting acoustic features to distinguish whether a
human or mechanical speaker generates a wake word.

Figure 3 shows the spectral power characteristics of the
utterance (here utterance refers to saying a wake word) of
“Computer” spoken by a live human and then also replayed
through Sony SRS-X5 high-end speaker [6] and Samsung
Galaxy S21 Ultra smartphone, respectively. We normalize the
audio amplitude between -1 and 1. The plots clearly show that
the human voice (as shown in Figure 3a) has high-frequency
responses above 4 kHz while the replayed voice has fewer such
high-frequency responses. Most of the spectral magnitude in
human voice lies in the frequency range between 200 Hz and
4 kHz, which shows an exponential power decay at around 4
kHz frequency. However, the frequency magnitude distribution
of replayed audio shows more uniformity above 4 kHz. We
can use such unique characteristics of the low-frequency and
high-frequency responses between a live human and a replayed
speaker to determine whether the audio source is from a live
human or not.

Most recently speech representation learning networks such
as wav2vec2 [15] have shown their advantage in speech
recognition [73] and speaker recognition [67] over existing
approaches like i-vector [31], x-vector [63], and ECAPA-
TDNN [22]. These representation learning models have also
been applied in other domains including speech anonymization
[28], language detection [62], and emotion identification [52].
We adopt the wav2vec2 model to distinguish human speech
from mechanical speakers, which takes the downsampled 16

kHz speech normalized to zero mean and unit variance as
input. We use the BASE wav2vec2 structure, in which the
convolutional layer has kernel sizes of 128 and 16 groups.
The model input dimension is 768 with the inner dimension
3,072 [15]. We will evaluate the effectiveness of the liveliness
detection system using the ASVspoof 2019 dataset [66] and
our dataset in Section IV-A1.

B. Speaker Orientation Estimation

1) Intuition: Figure 4a shows a person’s horizontal Field-
of-View (FoV). Considering the human eye or mouth as the
centerline, the 15◦ on both sides of the centerline is considered
as the preferred viewing area [1], [10], where human vision is
most sensitive. 35◦ on both sides of the centerline is referred
to as the immediate FoV that represents the maximum angle
where both eyes can observe an object simultaneously. 60◦

is the maximum focus limit for both eyes in horizontal FoV
without head rotation. With head rotation, human eyes can
cover around 95◦ on both sides of the centerline.

Forward vs. Backward Speech. Several studies have looked
at detecting people’s ability to judge the location of a sound
source using only auditory sensors. Researchers have also
looked at whether humans can perceive a speaker’s head orien-
tation by only listening to audio sources. Neuhoff et al. [54]
asked 15 undergraduate students to listen to a loudspeaker
broadcasting white noise at six different facing angles (5◦,
10◦, 15◦, 20◦, 25◦, 30◦). The experiment results showed that
listeners could roughly sense the loudspeaker’s orientation.
Kato et al. [38] investigated whether humans can successfully
perceive a human speaker’s facing angle. Twelve blindfolded
listeners were tested on their ability to sense the facing angle of
a male speaker who spoke a sentence at 8 different angles with
an interval of 45◦. The average angle recognition error was
23.5◦ in the horizontal visual plane. These results show that
listeners can perceive a speaker’s head orientation by simply
listening to the generated audio signal.

However, defining what angles constitute forward-facing
versus backward-facing is still challenging. Muller et al. [53]
evaluate four angle values (i.e., 2.5◦, 5◦, 7.5◦, and 10◦) as
the threshold of determining forward-facing for a loudspeaker.
The result shows that 7.5◦ leads to a near 80% detection rate.
However, the sound source is limited to only one loudspeaker
without considering the loudspeaker’s FoV; moreover, loud-
speakers may not be representative of a real human speaker.
Ahuja et al. [13] evaluate three ranges of angles as potentially
forward-facing: 1) Directly Facing: only 0◦ angle; 2) Forward
Facing: ±45◦ and 0◦ arc, and 3) Mouth Line-of-Sight: ±90◦,
±45◦, and 0◦ arc. Their classifier-based approach achieves
93.1%, 92%, and 87.3% for the three facing definitions,
respectively. In addition, Soundr [72] reported that the average
orientation estimates could have errors as large as 34.3◦. Thus,
it is challenging to set a hard boundary to consider all angles
as either ”facing” or ”non-facing” orientation.

HeadTalk is inspired by interpersonal communication cues
that humans exhibit while interacting with a VA [43], [50].
As shown in Figure 4, a sound source has directivity in its
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(c) Smartphone (Samsung Galaxy S21)

Fig. 3: The utterance ”Computer” generated by a human speaker, a high-end Sony loudspeaker, and a Samsung Galaxy S21 Ultra phone.
We see high-frequency responses above 4 kHz from live human speech while the replayed audio has fewer such high-frequency responses.

(a) Human FoV (b) Proposed field of sound

Fig. 4: The power distribution of human speech aligns with human
FoV. (a) Human FoV in the horizontal plane (reproduced from
MSC/Circ.982 20 December 2000 [1] and [10]); (b) Our proposed
field of sound for detecting facing and non-facing speaker orientation.

spatial radiation. The power energy is highest when directly
facing the device at 0 degree. The incoming acoustic signal
will most likely change with changes in the orientation of the
sound source. Based on the human FoV and speech directivity,
we define the angles within the range of −30◦ to 30◦ as the
forward-facing orientation while the range of −90◦ to 90◦

as the non-facing orientation. Like ‘blind spots’ that a driver
cannot see without turning his/her head around, we define arcs
that are hard to determine when the speaker’s head is facing
a specific angle. We consider the arc of −90◦ to −30◦ and
30◦ to 90◦ as the “blind zone”. As a human head can turn as
much as 90◦, the speaker can easily turn his/her head toward
the facing zone to activate the device.

2) Insights from Speech Propagation: Reflection of sound
waves from the surfaces in a small room (height, width, and
length dimensions of approximately 17 meters or less) can lead
to reverberation [3]. Given a room with volume V , measured
in m3 and the average sound absorption coefficient α, Eyring
equation [27] estimates the reverberation time (T in seconds)
in small rooms as follow: T = kV/(S ∗ ln(1− α)), where k
is a constant and S is the reflection surface area in m2. The
speech reverberating signal (y(t)) can be modeled as a linear
convolution of the speech signal (x(t)) and a room impulse
response (h(t)) [74] as shown below (τ is the signal delay):

y(t) =

T∑
τ=0

h(τ)x(t− τ) = h(t) ∗ x(t) (1)

Insight 1: Speech reverberation differs with the speaker

orientation. When a user speaks towards a device, the direct
path from the mouth to the device is the loudest and least-
distorted, whereas all other reflected signals (scattered from
various surfaces in the environment) are delayed, lower power,
and more distorted. However, the room impulse response
h(t) (shown in Eq. 1) changes with the speaker orientation.
Figure 5a shows the raw acoustic signal when uttered in both
forward direction and backward direction. We can see that
the signal has a higher magnitude in the forward direction
compared to the backward direction (shown in Figure 5b and
5c). Therefore, we can use the different speech reverberation
characteristics in various angles to distinguish the forward and
backward directions.

Insight 2: The perceived distribution of human speech
frequency varies by angle. In any generated human speech,
the higher frequency acoustic signals are more directional,
carrying the most significant amplitude in their emitted direc-
tion, while lower frequency components spread out in a more
omnidirectional fashion. We refer to this sound characteristic
as speech directivity [51], which manifests as a characteristic
imbalance between high-band and low-band frequency signals.
There is less distortion between the high and low-frequency
components when facing the VA, whereas there is significantly
more distortion between the high and low-frequency compo-
nents when not facing the VA. Figure 5b-5c illustratively show
the normalized frequency spectral distribution while facing
forward and backward towards the VA.

3) Feature Extraction: We extract the following features to
estimate a speaker’s head orientation.

Speech Reverberation. Steered Response Power with Phase
Transform (SRP-PHAT) [25] and Generalized Cross Corre-
lation with Phase Transform (GCC-PHAT) [40], have been
applied to estimate the time delay of arrival (TDoA) between
pairs of microphones in speaker localization domain [42], [68].
Compared to GCC-PHAT approach, SRP-PHAT is more robust
in reverberant and noisy environments in speaker localiza-
tion [24], [32], [68]. We are the first to apply SRP feature
to speaker orientation detection by modeling the unique delay
pattern observed in the forward and backward directions.

SRP-PHAT. The received audio consists of directed prop-
agation and reverberation. Recall the reverberation model of
Equation 1, y(t) is the received speech reverberating signal.
A microphone array of n microphones have its corresponding
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(c) Backward speech

Fig. 5: Utterance of ”Computer” spoken in same loudness in 0◦ direction and 180◦ direction. The spectrum was normalized.

steering delays (δ1, δ2, ...δn), the SRP algorithm calculates the
delay and sum beamformer in a n microphone acoustic array
system and makes them aligned in time, and then sums all
these time aligned signals below equation [23].

Y (t, δ1, δ2, ...δn) =

n∑
i=1

yi(t− δi) (2)

In the frequency domain, the output of an m-element, filter-
and-sum beamformer can be presented in Equation 3.

Y (ω, δ1, δ2, ...δn) =

n∑
i=1

Gmi
(ω)Xmi

(ω)e−jωδi (3)

where Xmi(ω) is the Fourier Transforms of the microphone
signals, and Gmi(ω) is the Fourier transforms of temporal
filters for microphone mi. When locating the location of
a sound source, the power of the steered response mostly
like reaches a maximum. The SRP can be expressed as the
output power of a filter-and-sum beamformer and is defined
as follows.

P (δ1, δ2, ...δn) =

∫ +∞

−∞
Y (ω, δ1, ..., δn)Y

′(ω, δ1, ..., δn) (4)

As GCC-PHAT measures the cross correlation for each pair
of microphones to estimate the delay, the above SRP func-
tion can be expressed as a sum of GCCs for the different
microphone pairs at the time-lag corresponding to their TDOA.
Considering the GCC-PHAT of a microphone pair mi and mj ,
Smi

and Smj
represent the inverse Fourier transform of the

estimated cross-power spectral density for frequencies f . In
particular, Rmi,mj

calculates the cross-correlation for a time
interval centered at the time instant t0, which has prominent
peaks at a delay of τ (as illustrated in Figure 6a).

Rmi,mj
(t) =

∫ +∞

−∞

Smi(f) ∗ Smj (f)

|Smi
(f)||Smj

(f)|
ej2πft (5)

The weighted SRP-PHAT sums the GCC of all pairs of
microphones in the microphone array.

P (x) =

n−1∑
i=1

n∑
j=i+1

Rmi,mj
(6)

We calculate SRP-PATH based features for our machine-
learning model. VAs typically contain microphone arrays,
as shown in Figure 7, where a specific distance separates
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Fig. 6: (a) Signal cross correlations between Mic1 and Mic2 for D3
and (b) the weighted SRP in the direction of 0◦, 90◦, and 180◦.

the microphones. As the distance (d) between orthogonal
microphones are 8.5 cm, 9 cm, and 6.5 cm for D1, D2, and D3
microphone arrays, respectively, the maximum delay between
two microphones is the distance divided by the speed of sound
(i.e., c = 340m/s). The number of delayed samples can be
represented as N = d∗f/c. Given that f is 48 kHz, we select
the SRP within ±0.25 ms (0.25×0.001×48000×2+1 = 25
samples), ±0.27 ms (13 × 2+1=27 samples), ±0.2 ms (10 ×
2+1=21 samples) for D1, D2 and D3, respectively. Figure 6b
plots the SRP, which shows that the smaller the angle with a
VA, the higher the power value. It shows each SRP has 3 ∼ 4
high peaks due to reverberation. We rank the top three peak
values as one feature.

In addition, we use GCCs and TDoA of all selected pairs
of microphones (e.g., for a 4-channel microphone array we
compute

(
4
2

)
cross-correlations) as another feature vector (e.g.,

for D2 there are 6×27+6 = 168 values). Figure 6a plots the
GCCs between microphone pair Mic1 and Mic2 on D3, which
shows that the smaller angle with the VA has a higher peak
value at delay time τ = 0 while the larger angle has a higher
peak value at delay time τ = ±0.0625 ms or τ = ±0.125
ms. We also compute different statistical summaries of SRP
and GCCs values, including kurtosis, skewness, maximum,
absolute deviation (MAD), and standard deviation.

Speech Directivity. As human speech mainly lies in the
frequency range of 100 ∼ 4000 Hz (most usable voice fre-
quencies), we thus divide the speech frequency band into the
frequency range 100 ∼ 400 Hz as low-band and 500 ∼ 4000
Hz as high-band. We calculate the mean magnitude of low-
band and high-band frequency and get the high-low band
ratio (HLBR). We then divide the low-band frequency into
20 smaller chunks and calculate the mean, RMS and standard
deviation of each frequency chunk.



IV. EVALUATION

In this section, we perform a comprehensive analysis of
HeadTalk under various settings to evaluate its accuracy, stabil-
ity, and system-level performance. First, we establish the effec-
tiveness of our model by evaluating the accuracy of detecting
human speakers from mechanical speakers (§IV-A1), followed
by determining the speaker’s head orientation (§IV-A2) and the
impact of training set size (§IV-B1). We examine the sensi-
tivity of our system by analyzing the impact of the following
factors: distance between speaker and VA (§IV-B2), different
wake words (§IV-B3), different devices (§IV-B4), different en-
vironments (§IV-B5), number of microphones used (§IV-B6),
VA placement (§IV-B7), cross-room settings (§IV-B8), tem-
poral stability (§IV-B9), ambient noise (§IV-B10), seating
and standing up (§IV-B11), loudness (§IV-B12), surrounding
objects (§IV-B13), cross-users settings (§IV-B14), and runtime
(§IV-B15).

Experimental Setup. We implement HeadTalk using three
off-the-shelf microphone arrays, including a miniDSP 8-
channel UMA USB microphone array V2.0 (D1) [7], a 6-
channel Seeed’s ReSpeaker Core V2.0 (D2) [4], and a 4-
channel Seeed Respeaker USB Microphone Array (D3) [5].
Table I summarizes the device specifications. We configured
all three devices to record raw audio at 48 kHz. Figure 7 shows
the microphone placement on the different boards. Figure 8
and 9 highlights the device setup in a lab and living room
environment, respectively. The lab space consists of a 280
square foot (20′ × 14′) office room with ten-foot dropped
ceilings. The living room is a part of a 2-bedroom apartment
with the following dimensions 33′×10′×8′. The lab space is
shown in Figure 8 which emulates a smart home living room
equipped with a table, sofa, desktop computer, smart TV, smart
lights, motion sensors, and smart cameras. The default noise
level in the lab setting was 33 dB (SPL). The devices were
placed on a near-wall study table (74 cm from the ground) in
location A as shown in Figure 8. The home setting is shown
in Figure 9, and it is exposed to more diverse ambient noise

TABLE I: Prototype Devices
No Device Channels Description

D1 UMA-8 USB mic array V2.0 7 XMOS XVF3000 chip
D2 Seeed Respeaker V2.0 6 1.5GHz RAM with 1GB RAM
D3 Seeed Respeaker USB Mic Array 4 XMOS XVF-3000 chip

D1 D2 D3

Mic3 Mic2

Mic0Mic4

Mic5 Mic6

Mic1

Mic1

Mic1

Mic2

Mic2

Mic3

Mic3 Mic4

Mic4Mic5

Mic6

Fig. 7: Configuration of microphones across different prototype
devices D1, D2 and D3. D2 is equipped with a 6-microphone array,
similar to how microphones are distributed inside an Amazon Echo
Dot [9]. D2 takes on average 156 ms and 527 ms to detect the
liveliness and speaker orientation.
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Fig. 8: Lab setup.
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Fig. 9: Home setup.

from various household devices such as a refrigerator and
microwave as well as external noise from cars passing by (the
apartment is located near a two-lane street). The default noise
level in the home setting was 43 dB (SPL). The devices were
placed on a near-window TV shelf (83 cm from the ground).

Data Collection Process. Data was collected using three
prototypes VAs (as shown in Figure 7) from January 2021
to November 2021 (across multiple sessions). We collect data
at three different distances: 1, 3, and 5 meters, and from
three radial directions including −15◦ (labeled as L1, L3 and
L5), 0◦ (labeled as M1, M3, and M5) and +15◦ (labeled
as R1, R3, and R5) as illustrated in Figure 8 and 9. At
each grid intersection (i.e., red circles), 14 different angles
spanning 360◦ were marked on a cardboard and placed on
the floor (visible in Figure 8 at location M3). In each data
collection session, a given wake word (e.g., “Computer”)
was spoken at the loudness of 70 dB twice at each angle
and then rotated to the neighboring angle in the clockwise
direction and the whole process was repeated. Thus, for any
grid intersection (i.e., fixed radial direction and distance), we
collected 14 × 2 = 28 samples per wake word in each data
collection session. We collected data for three wake words:
“Hey Assistant!”, “Computer”, and “Amazon”. We selected
the “Hey Assistant!” phrase as a wake word as this was
also used by Ahuja et al. [13]. This way, we could leverage
and compare against their dataset. “Computer” and “Amazon”
wake words were used as they are common wake words for
Amazon Alexa [2].

Datasets. To study the feasibility of our proposed system,
we consider many variables that can affect the accuracy
of speaker orientation, including robustness across devices,
distance, wake words, time, rooms, device placement, noise
and loudness. We cover the following different setups:

i. 3 devices: UMA-8 USB mic array, Seeed’s ReSpeaker
Core v2.0, and ReSpeaker USB mic array;

ii. 3 wake words: “Hey Assistant!”, “Computer” and “Ama-
zon”;

iii. 3 different time frame: day, week and month;
iv. 2 rooms: lab and home;
v. 3 device placements: Location A, B and C (shown in

Figure 8);
vi. 3 distances: 1 meter, 3 meters and 5 meters;

vii. 14 angles: 0◦, +15◦, -15◦, +30◦, -30◦, +45◦, -45◦, +60◦,
-60◦, +90◦, -90◦, +135◦, -135◦, 180◦.

All audio data is sampled at 48 kHz. We describe the different



datasets collected in Table II.

A. Machine Learning Model Selection

We use Dataset-1 and Dataset-2 to evaluate the overall
model performance. Also, by default, the utterance “Com-
puter” and device D2 are used for our evaluations, unless
stated otherwise. We use only four microphones from D1 (i.e.,
combinations of {Mic2, Mic3, Mic5, and Mic6}) and D2 (i.e.,
combinations of {Mic1, Mic2, Mic4, and Mic5}) in order to
make our findings comparable with D3 (which has only four
microphones) as well as to reduce computation time. We will
show the impact of the number of microphones in Section
IV-B6.

For liveliness detection, we adopt the wav2vec2 learning
network [15] to distinguish mechanical speakers from human
speakers. For detecting speaker orientation, we compare the
performance of four classifiers including Random Forest (RF),
Decision Tree (DT), Support Vector Model (SVM), and k-
nearest neighbors (kNN). We use the Bagging algorithm for
the RF classifier. We test different numbers of trees ranging
from 10 to 500 and empirically settle on the number of trees as
200. For DT learning, we select the maximum number of splits
as 5. For kNN learning, we select the number of neighbors
as 3. To generate each single binary classification model in
SVM, we use the implementation of SVDE with 10-fold cross
validation in LIBSVM [18] and select the best complexity
parameter for Radial Basis Function (RBF) through grid
search. As for labeling samples as facing versus non-facing we
label 0◦, ±15◦, ±30◦, and ±45◦ as forward-facing direction
while ±60◦, ±90◦, ±135◦, and 180◦ are labeled as non-facing
direction. We later on show how models can be further refined
by selectively filtering certain angles from the training set.

As for evaluation metrics we use well-known metrics like
True-positive rate (TPR), False-acceptance-rate (FAR), False-
rejection-rate (TRR), precision, recall, and F1-Score. We per-
form a cross-session evaluation to determine performance,
where we select one session’s data as the training set, use
the remaining session as the test set, and report the average
across the two sessions. We compared the F1-Score of four
classifiers for detecting speaker orientation. SVM exhibited the
best average F1-Score across both the lab and home settings.
We, therefore, use the SVM model for all further evaluations.

1) Distinguish Human vs. Mechanical Speaker: We use
the SpeechBrain library [56] and ASVSpoof 2019 physical
access dataset [66] to train our wav2vec2 model to distinguish
human speakers from mechanical speakers. We use the default
ASVSpoof 2019 [66] dataset splits and train the network for 20
epochs. The accuracy was 98.56% (EER 3.36%) and 98.52%
(EER 3.90%) for the validation and test dataset. Next, we eval-
uate performance using our Dataset-1 and Dataset-2. Dataset-
1 provides samples of live-human speech, whereas Dataset-2
provides samples of replayed audio through a Sony speaker.
Thus, we have a total of 504×2×2 = 2, 016 samples. We use
the previously trained model to test the unseen 2,016 samples
and get 84.87% accuracy (EER 16.50%). We, therefore, adopt
an incremental learning approach to create a better-generalized

TABLE II: Dataset Summary.

Dataset Settings Samples

Dataset-1
2 rooms, 3 devices, 3 utterances, 9
locations, 14 angles, 2 samples, 2
sessions.

2× 3× 3× 9×
14 × 2 × 2 =
9072

Dataset-2
(Replay)

Sony loudspeaker: 2 utterances
(“Computer” and “Hey assistant’”),
9 locations, 14 angles each position,
2 repetition, 2 session.

2× 9× 14× 2×
2 = 1008

Dataset-3
(Tempo-
ral)

“Computer” utterance, 3 locations
(M1, M3 and M5), 14 angles each
position, 2 session, 2 repetition, 2
temporal (week and month).

3× 14× 2× 2×
2 = 336

Dataset-4
(Ambient)

”Computer” utterance, 2 ambient
noise (white noise and TV series),
3 distance (M1, M3 and M5), 14
angles each position, 1 session, 2
repetition.

2×3×14×2 =
168

Dataset-5
(Sitting)

“Computer” utterance, 3 locations
(M1, M3 and M5), 14 angles each
position, 1 session, 2 repetition.

3× 14× 2 = 84

Dataset-6
(Loud-
ness)

“Computer” utterance, 3 locations
(M1, M3 and M5), 14 angles each
position, 1 session, 2 repetition, 2
loudness (60 and 80 dB).

3×14×2×2 =
168

Dataset-7
(Nearby)

“Computer” utterance, 3 locations
(M1, M3 and M5), 14 angles each
position, 1 session, 2 repetition, 3
settings.

3×14×2×3 =
252

Dataset-8
(Multi-
user)

10 participants (4 male, 6 female,
mean age 20) [13], 9 locations, 8
spoken angles, 2 repetition.

10×9×8×2 =
1440

classifier, where we split the 2,016 samples into the following
train, validation, and test datasets (20:20:60). After retraining
on the 20% new training data, we get 98.61% accuracy (EER
1.76%) and 98.68% accuracy (EER 2.58%) for the validation
and test dataset, respectively, with just 10 epochs of training.

2) Determine Facing and Non-facing Orientation: As we
discussed in Section III-B1, we define the angle range of −30◦

to 30◦ as the facing direction. Our objective is to achieve a
relatively higher TPR (and lower FRR) for facing direction
and a lower FAR for non-facing direction. We collected two
additional angles to verify our approach, including 75◦ and
−75◦ for the “Computer” utterance collected by D2 in the
lab setting. We train the data from one session and test
on data from the other session. We next perform cross-
session evaluation and calculate the average performance while
considering training data belonging to different arcs:
• Definition-1: 0◦, ±15◦, ±30◦, and ±45◦ are considered as

facing direction; ±60◦, ±75◦, ±90◦, ±135◦, and 180◦ are
considered as non-facing direction.

• Definition-2: 0◦, ±15◦, and ±30◦ are considered as fac-
ing direction; ±60◦, ±75◦, ±90◦, ±135◦, and 180◦ are
considered as non-facing direction.

• Definition-3: 0◦, ±15◦, and ±30◦ are considered as facing
direction; ±75◦, ±90◦, ±135◦, and 180◦ are considered
as non-facing direction.

• Definition-4: 0◦, ±15◦, and ±30◦ are considered as facing
direction; ±90◦, ±135◦, and 180◦ are considered as non-
facing direction.

Table III summarizes the performance of the four facing and
non-facing definitions. Definition-4 achieves the best perfor-



TABLE III: Accuracy for different definitions of facing and non-
facing orientation for the utterance of “Computer”.

Definition Accuracy FRR FAR Precision Recall F1-Score

Definition-1 92.54 10.32 5.25 93.04 89.68 91.33
Definition-2 96.43 8.33 0.93 98.20 91.67 94.81
Definition-3 96.99 3.89 2.38 96.71 96.11 96.39
Definition-4 96.95 3.33 2.78 97.28 96.67 96.96
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Fig. 10: Detecting speaker orientation at different angles.

5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85

Training samples

80

85

90

95

100

F
1
-s

co
re

 (
%

)

Fig. 11: Impact of training set size on accuracy.

mance with an overall accuracy of 96.95%, while the FRR and
FAR are as low as 3.33% and 2.78%, respectively. We also
use the trained model based on Definition-4 to test borderline
angles such as ±45◦, ±60◦, and ±75◦. Figure 10 shows the
accuracy of the facing orientation (marked with green color),
borderline orientation (marked with black color), and non-
facing orientation (marked with red color). The accuracy for
most angles is above 90% excluding the angles of borderline
orientation (i.e., ±45◦ and ±60◦ and ±75◦). The main reason
is that these borderline angles form a soft boundary between
facing and non-facing orientation and thus cause confusion
for the classifier. As discussed in Section III-B1, a speaker’s
immediate field of view is ±35◦, closely matching what
our classifier can predict with over 90% accuracy. Thus,
we consider the direction of Definition-4 for the remaining
evaluation in speaker orientation detection. We use these two
trained models for sensitivity analysis. Note that our system
achieves an average accuracy of 96.14% (F1-Score = 96.24%)
in detecting speaker orientation across all devices, utterances,
and environments using Dataset-1.

B. Sensitivity Analysis

1) Varying Training Size: To make HeadTalk user-friendly,
the enrollment effort for a new user is a critical factor. We
consider the performance of the classifier in the presence of
limited training samples. For this experiment, we vary the
training set size (N ) for each class from 5 to 100 with an
interval of 5 samples and test the remaining samples. We
randomly select N samples of the “Computer” utterance for
each class collected through D2 under the lab setting and
repeat the training and testing process 10 times to calculate
the average accuracy. Figure 11 shows the box-plot and mean
(shown in green color) of the 10 F1-Score in increasing

training set size. The result shows that as the training set size
increases, the accuracy also rises. However, we see that with
only 20 samples per class, the average F1-Score goes over
92%. Thus, not a significant amount of training samples is
required.

2) Impact of Distance: To evaluate the impact of distance
between the speaker and microphone, we use the trained
model from Section IV-A2 to test against samples of varying
distances using Dataset-1 (note that this dataset included
samples from all three distances 1 m, 3 m and 5 m). We
obtain 36 accuracy values (2 session × 3 devices × 2 rooms
× 3 wake words). The average accuracy is 98.38 ± 2.41%,
97.50 ± 4.90%, 92.55 ± 7.19% for the distance of 1 m, 3 m
and 5 m, respectively. The result shows that head orientation
detection decreases as the distance between the speaker and
microphone increases; however, the performance still remains
above 92% at a 5-meter distance.

3) Impact of Wake Word: To evaluate the impact of wake
words, we plot the F1-Score of each wake word for each
session in all three devices across two rooms. In total, we
obtain 12 F1-Score values (2 sessions × 3 devices × 2 rooms)
for each wake word. Figure 12 shows the box plot for the F1-
Score. The average F1-Score is 95.92%, 96.40%, and 96.39%
for “Hey Assistant!”, “Computer”, and “Amazon”, respec-
tively. The result shows there are no significant differences
across the three wake words.

4) Impact of Devices: We also obtain 12 F1-Score values
(2 sessions × 3 wake words × 2 rooms) for each device. We
found the average F1-Score to be 97.47%, 96.26%, 94.99% for
D1, D2 and D3, respectively. The box plots shown in Figure 13
illustrate that D1 has the best performance. As the distance
between each pair of microphones increases, the device can
also better sense lower frequencies. Both D1 and D2 have
better average performance compared to D3. D1 has slightly
higher accuracy than D2. The reason is that the voice recorded
by D1 has less noise and thus has a higher signal-to-noise ratio
(SNR) compared to D2. For example, we measured the SNR
for one session worth of data (using the “Computer” wake
word) recorded simultaneously by both D1 and D2. We found
the SNR to be 25.09 dB for D1, whereas it was 24.25 dB for
D2. As D1 does not support programming on the board, we
did not select D1 as our default device.

5) Impact of Environment: Figure 14 presents the box plot
for the two rooms, which includes 18 F1-Score values (2
sessions × 3 wake words × 3 devices) for each environment.
The average F1-Score is 98.08% and 94.39% for the lab
and home setting, respectively. The result shows that the lab
setting has a better performance, primarily due to the reduced
ambient noise levels in the lab (measured at 33 dB) compared
to home (measured at 43 dB). Moreover, the presence of
more furniture in homes affects sound transmission paths,
resulting in more intricate reverberation. However, even in a
typical home setting, we can see an F1-Score of greater than
94%. We further study the impact of surrounding objects in
Section IV-B13.
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Fig. 12: F1-Score for different wake words.
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Fig. 13: F1-Score for different devices.
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Fig. 14: F1-Score for lab and home setting.

TABLE IV: Performance for different combinations of mics.
No. Channels Accuracy Precision Recall F1-Score
2 [1 2] 95.70 95.60 95.83 95.71
3 [1 2 5] 95.83 94.60 97.22 95.90
4 [1 2 4 5] 96.67 96.77 96.67 96.70
5 [1 2 3 4 5] 98.61 100 97.22 98.59
6 [1 2 3 4 5 6] 97.22 97.23 97.22 97.22

6) Impact of the Number of Microphones: To evaluate how
the performance is impacted by the number of microphones
used, we select N out of the six microphone data of D2 in the
lab setting. We select the microphones in an order that results
in the greatest distance among them. The greater the distance
between two microphones, the longer the delay between them,
which can emulate the perceived hearing differences across
human ears. We, therefore, select pairs that result in the
greatest distance between them. Table IV summarizes the
performance. We see that the performance increases with the
increasing number of channels and the 5-channel microphones
have the best overall performance. After that, the performance
decreases with the increasing number of channels.

7) Impact of Device Placement: To evaluate the impact of
the device placement, we place D2 on a coffee table (labeled
as B in Figure 8, at the height of 45 cm from the ground) and
on a work table (labeled as C in Figure 8, at the height of 75
cm from the ground). We collected data across two sessions
for the “Computer” wake word at a distance of 3 m along
the direction of 0◦. We then tested the model that was trained
on using data from location A. HeadTalk achieves an average
accuracy of 97.50% and 91.25% when the device is placed at
locations B and C, respectively. While we see a slight drop
in accuracy in location C (compared to 96.95% when trained
and tested on samples at location A), the performance is still
over 90% when trained and tested on samples from different
locations within a large room.

8) Cross-environment Performance: To evaluate how the
location between the microphone and human speaker impacts
accuracy, we train in one environment (e.g., data collected in
the home setting) and test in another environment (e.g., data
collected in the lab setting). HeadTalk achieves an average
accuracy of 77.73% (78.20% F1-Score) when trained and
tested on samples collected from the home and lab settings,
respectively, and vice versa. However, suppose we train on
data from one session under both the lab and home setting
and test on data from the other session (and vice versa). In
that case, the average accuracy is 96.90% (97.09% F1-Score),
95.62% (95.70% F1-Score), and 95.02% (95.70% F1-Score)
for “Hey, Assistant!”, “Computer”, and “Amazon” wake word,
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Fig. 15: Temporal accuracy with incremental learning.

respectively. This shows that the model can quickly adapt
to new settings and achieve similar accuracy as the normal
training setting (96.14%).

9) Temporal Stability: The motivation behind evaluating
the accuracy of HeadTalk using training and testing samples
from different days is that in the real world, the user will
provide training samples only on the first day when setting up
HeadTalk , and then HeadTalk should be able to effectively
detect orientation on subsequent days. We collected additional
data after one week and one month (Dataset-3 in Table II).
We use the model trained in Section IV-A and test against
Dataset-3. HeadTalk achieves 81.25% and 83.19% accuracy
when testing against data that is one-week and one-month old,
respectively. However, we can adopt an incremental learning
approach and reuse high-confidence test samples (i.e., ≥ 80%)
as training data and rebuild the model periodically. Figure 15
shows that the accuracy improves to 92% and 90% after adding
just 10 new training samples from the one-week and one-
month dataset, respectively. The accuracy is around 95% after
adding 40 new training samples.

10) Impact of Ambient Noise: We use Dataset-4 to evaluate
the impact of two types of background noise on a model
trained with samples that have no intentional ambient noise.
We generate two types of ambient noise: white noise and a
TV playing a popular series (which includes various types
of sounds typically encountered in a home, such as people
chatting, people laughing, people walking, door opening and
closing, etc.) in the background at 45 dB (SPL). With white
noise, the accuracy is 89%, while the accuracy is 83.33% when
the TV is playing. We can see that the background ambient
noise typically found in homes degrades performance. Recall
with no ambient noise (i.e., default noise at 33 dB), the average
accuracy is 98.08% in the lab setting (see details in §IV-B5).

11) Impact of Sitting and Standing: A user may sit on a
chair or sofa while interacting with a VA. As our models are
trained on data collected while standing up, we use Dataset-



5 to evaluate whether a model trained on data while the
speaker is standing up impacts detection when the speaker
sits down. We found the accuracy to be 93.33% when trained
on standing up and tested on sitting down. Thus, we see
that sitting down does not significantly impact detecting the
speaker’s orientation.

12) Impact of Speech Loudness: We use Dataset-6 to
evaluate the impact of speech loudness. Our original model
was trained on data collected at 70 dB SPL. The accuracy is
93.33% when tested with samples collected at 60 dB, while
the accuracy is 95.83% when tested with samples collected at
80 dB. This shows that increased loudness improves accuracy.
At higher loudness, the signal is stronger, and as a result, the
signal characteristics for the facing and non-facing orientations
are more prominent.

13) Impact of Surrounding Objects: We use Dataset-7 to
evaluate the impact of nearby objects. For the partial block
scenario, the speaker orientation detection accuracy is 95.83%.
However, the accuracy drops to 70% when the device is
entirely blocked. The reason is that surrounding objects impact
the reverberation paths, making the VA hear the voice like
a speech coming from the backward direction. After raising
the device height to 14.8 cm, the accuracy improved to 95%,
which is close to the overall accuracy (i.e., 96.95%). HeadTalk
can be mounted higher similar to how the new generation of
Amazon Echo devices (e.g., Echo Plus) is produced to reduce
the impact of nearby objects. However, VAs are typically
placed in an open area easily visible to users.

14) Cross-Users Setting: In a smart home setting, multiple
people may want to access the VA without requiring any
training effort. To evaluate the feasibility of multi-user settings,
we use the dataset provided by Ahuja et al. [13] (i.e., Dataset-
8 in Table II) to evaluate the accuracy cross different users.
As there are no ±15◦ and ±30◦ angles in the dataset provided
by Ahuja et al. [13], we consider 0◦ and ±45◦ as the facing
angles, and the remaining five angles (i.e., ±90◦,±135◦ and
180◦) as the backward direction for this experiment. The
dataset size is imbalanced due to the unequal size of facing
angles and non-facing angles. The facing orientation samples
are the minority class, while the non-facing orientation sam-
ples are the majority class. Therefore, we need to up-sample
the facing angles data to achieve equal class representation.
We test Synthetic Minority Over-sampling (SMOTE) [19]
and Adaptive Synthetic Sampling (ADASYN) [37] methods
which are two popular up-sampling approaches. We selected
ADASYN as our up-sampling approach for its superior per-
formance. We then do 10-fold cross-validation, that is, use 9
person’s data as training and test against the remaining one
person. Figure 16 shows the accuracy for all participants. The
average accuracy is 88.66% (F1-Score 85.09%).

15) Run-time Performance: We first ran HeadTalk on a
personal computer equipped with an Intel i7-2600 3.40 GHz
processor and 16 GB RAM. We needed one channel of audio
data to detect liveliness and 4-channel audio data to detect
speaker orientation. It took on average 42 ms and 136 ms
to detect the liveliness and speaker orientation, respectively.
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Fig. 16: TPR across different users.
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Fig. 17: Setup for testing the impact of surrounding objects.

We then run it on our prototype VA (i.e., D2 in Figure
7), which is equipped with quad-core ARM Cortex A7 (1.5
GHz) and 1 GB RAM. It took 527 ms to detect speaker
orientation. The latest VA models have higher computing
power. For example, Google Nest Audio is equipped with a
high-performance machine learning hardware engine (quad-
core A53 1.8 GHz CPU [34]). Given that HeadTalk only
processes, the wake command and VAs usually wait for a few
seconds before responding, commodity VAs should fulfill our
runtime requirement.

V. USER STUDY AND FEEDBACK

Existing literature has shown that 20 participants are suffi-
cient to conduct usability studies [29], [46]. Thus, we recruited
20 participants (14 male and 6 female graduate students) to
interact with our VA prototype in the lab and were paid $10
Amazon gift cards for their participation (for 30 minutes of
participation). Our study was IRB approved. Each participant
interacted with the VA in three locations (M1, M3, and
M5; each location with five forward-facing angles and five
backward-facing angles) plus one freestyle speech activity
where the participant can either sit or walk anywhere at any
angle (10 samples). For each location, the participant spoke a
given utterance (e.g., “Computer”) once at each angle and then
rotated to the neighboring angle. If it is facing, the application
will say, “How can I help you?”; if not, the application will
say, “Sorry, I didn’t hear you.”

Each participant in our study completed a post-study survey,
where they were asked about their experience and expectations
using our proposed head orientation-based privacy control.
We also asked participants questions about comparing our
approach with the existing privacy control approach, including
pressing the mute button, deleting command history, and
unplugging the device. Table V list the basic questions asked.
Participants also answered the SUS (System Usability Scale)
questionnaire [16], which is a well-known standard for mea-
suring the usability of software systems and consists of 10
standard usability questions, each with five possible answers



TABLE V: Summary of post-study survey and responses.

Question Response (count)

How many home voice assis-
tants do you have at home? 0 (5), 1 (12), 2 (2), above 2 (1)

How often do you face the
VA when you are interacting
with the VA (if you have
one)?

N/A
∗

(5), Very less (1), Less (4), Often
(6), Very often(4)

How easy was it to use
HandTalk compared with ex-
isting privacy controls?

Extremely easy (10), Somewhat easy
(9), Neither easy nor difficult (0), Some-
what difficult (1), Extremely difficult (0)

Would you deploy HeadTalk
on your voice assistant?

Definitely yes (7), Probably yes (7),
Might or might not (5), Probably not (0),
Definitely not (1)

Compare HeadTalk with the
existing privacy control.

Much Better (9), Somewhat better(5),
About the same (5), Somewhat worse
(0), Much worse (1)

∗ Participants did not own any VA (question skipped)

(5-point Likert scale, where 1 represents strong disagreement
and 5 represents strong agreement).

Takeaways. 66.67% (10/15) participants who own at least
one VA recall staring at the device when interacting with
a VA. 95% (19/20) participants consider HeadTalk to be
either extremely easy or somewhat easy to use as shown in
Table V. 70% (14/20) participants said they would probably
or definitely deploy HeadTalk on their own VAs. Around 70%
of participants felt HeadTalk is better (i.e., either somewhat
or much better) than using the existing privacy controls. Our
survey also asked participants for comments about the pros
and cons of our approach. In general, the participants felt that
the system was easy to use and could prevent unnecessary ac-
tivation of VA. There were some concerns about inconsistency
with distance and some angles. Next, we compare HeadTalk
with other alternatives using SUS scores. A SUS score of
above 68 is typically considered above average, and anything
below 68 is below average [16]. Based on the participants’
responses, the 95% confidence interval of SUS score for
HeadTalk is 77.38±6.26, while the SUS score for the existing
privacy control (i.e., physical mute button.) is 74.75 ± 8.12.
In general, participants found our approach more usable than
the existing privacy control.

Following are some interesting responses from participants.
P1: It was a new concept to me but I like the idea.
Hopefully it’ll be possible to implement in VA devices
in the future, for more privacy and convenience!
P20: It is an on demand solution for voice privacy: I
can choose whether to make the VA to react, instead
of other solutions like mute button that I have to toggle
beforehand, or delete history afterwards.
P9: I like this orientation feature. I have had moments
where my existing speaker responds when not talking.
It would be nice to explore orientation of just the head.
Sometime I may face the speaker but look down.
P8: It is a nice concept, but learning what angels trigger
it whereas what do might need some getting used to. For
instance, a lot of people use these smart systems in their
kitchens and might want to give a command just turning
a bit towards it and not leave their task at hand.

VI. LIMITATIONS

There are a few limitations to our work. First, we tried
our best to maintain the exact angle while collecting data.
However, some human errors may exist. The soft boundary
concept between facing and non-facing orientation can po-
tentially mitigate the impact of human error. Alternatively, a
VR headset could provide more accurate angle reference in
data collection [72]. Second, accuracy decreased when objects
were surrounding the VA. However, as we have shown, if the
VA’s height is higher than the surrounding objects, it is not an
issue. Third, we assume speakers tend to face the device for
voice interaction. As voice interfaces are designed to be hands-
free, users can interact with VA while doing other activities,
such as exercise or cooking. Thus, in some scenarios, our
proposed approach may not be a good fit, e.g., providing a
voice command while lying on the sofa. Also, users may have
difficulty locating the VA in a dark room if no visual indicators
are present on the VA. However, VAs typically emit lights
to help users locate the device in darkness. Our participants
also list some scenarios where HeadTalk may have limited
usability. The participants recruited in our user study were all
graduate students, which might have introduced unwanted bias
in the result; nevertheless, we believe that our findings still
hold for a tech-savvy population. Furthermore, our liveliness
detection system relies on the fact that most smart home de-
vices are not able to simulate similar high-frequency responses
as live humans; however, going forward, as device capability
improves and as audio technology advances, our proposed
technique may not be able to distinguish between human and
mechanical speakers as effectively. Lastly, our analysis does
not cover the impact of moving speakers.

VII. CONCLUSION

In this paper, we present a new privacy control for VAs,
called HeadTalk that requires no additional hardware. We
make novel contributions by investigating the application
of context awareness for smart speaker privacy controls,
specifically identifying if a voice command is issued by a
human speaker and then examining if the speaker intentionally
triggered the speaker by facing the device. HeadTalk extracts
sound propagation characteristics for facing and non-facing
speech. We extensively evaluated HeadTalk using an extensive
data set, covering three wake words recorded by three VA
devices, covering two room settings, and showed that it
could achieve an average accuracy of 96.14% to detect the
speaker orientation. We believe this simple yet effective head
orientation-based privacy control can help consumers better
protect sensitive operations carried out by voice assistants. Our
proposed approach has the potential to make distributed voice
interactions more practical and privacy-preserving.
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